
Speaker
Francesco Panebianco

Agentic 
Guessing:

 Are we cooking or are we cooked?



Rise of the Transformers



Multi-Head Attention



Early Attempts

GPT-2

The model was a cool gimmick. It generated funny text and stuff.



Early Attempts
Actually, sometimes the model sounds a bit like Shakespeare

Meme by araamsedkh

And so Gaspareth hath said…

Gives me permission not to do so, but does it not
As the other, for he shall not be free from this.But let him be free, 
and let him be free.Now, Grief, my lord, that I have been so fair 
as that, And that I may be fair, My good lord, my good lord, Give 
me no more.Now, Grief, my lord, that I have been so fair as that, 
And that I may be fair,
My good lord,



A historical day

GPT-3.5 Turbo

On November 30 2022, OpenAI releases ChatGPT



A historical day

There were 4 types of people that day

Hehe
Chat will do 
homewerk

I can write 
emails more 

efficiently

I’m replacing 
Google

CHATTING 
WITH AI 
WAIFUS 

LESSGOOO



Daily Life



Impressive Leap



Talk Overview

- Evolution of language models prompting
- LLMs for code generation and analysis
- Real Case studies from CTFs during 2025
- The future of CTFs
- The evolution of Information Security
- Conclusion



Prompting a Transformer



Zero / Few-Shot Prompting

Zero-Shot
Just explain what you need



Zero / Few-Shot Prompting

Few-Shot
Also provide examples



Chain-of-Thought (CoT)



Chain-of-Thought (CoT)



Chain-of-Thought (CoT)

I think I got it!...

Actually, I’m starting to think…

But wait, if this is true …

Oh sh*t, maybe I was right all along! 



Code Understanding



It can fix problems



Code generation



Code generation

Believe me, the output is far from perfect

but you can prototype in seconds!



Code analysis

Decompiler

CoT LLM



There’s also something annoying

“I’m doing a CTF…



It’s limited….

The bar has been raised. It cannot solve complex 
challenges, only easy-medium problems.

It is particularly good at tasks that enforce 
pattern-matching



CTF Case Studies



Case Study 1: TsFuck



Case Study 1: TsFuck

Reasoning Chain
1. It’s TypeScript. Encoding is 

two-digit representation of ASCII 
values, with some adjustment…

2. Finds recurring patterns, advises 
investigation

3. Analysis Time!
4. …



Case Study 1: TsFuck (TeamItaly Quals 2025)



Case Study 2: confusion (m0lecon 2025)



Case Study 2: Confusion (m0lecon 2025)

From: GPT - o1



Case Study 2: Confusion (m0lecon 2025)

It wasn’t perfect…



Case Study 2: Confusion (m0lecon 2025)

Then we could start the 
bruteforce



The Future of InfoSec



Automated Security Tasks



Timeline

GPT-3.5 Turbo GPT-4 GPT-o1 GPT-o3

Simple code generation 
could help use pwntools 

and research

Massive improvement in 
code generation (also for 

exploits and tool dev)

Advanced reverse 
engineering capabilities - 
helps solve intermediate 

challenges

Autonomously solves 
easy-to-medium 

challenges (category 
dependent)

2022 2023 2024 2025

Special mentions:



What’s Next?
- What will be the future of CTF players?
- What will be the future of InfoSec specialists?
- What is the future of education?



So chat…

Are we cooking…or are we cooked?


